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ABSTRACT

Software architects use architectural styles to help them select an appropriate design for a particular problem domain. Shaw & Clements have developed a classification system that allows the architect to choose from a number of common styles based on certain aspects of the problem domain, or develop their own based on a specific set of architectural attributes. Knowledge of these architectural attributes, in turn, allows the architect to make some inferences and decisions about the quality attributes of the resulting system.

In this paper we apply these software architecture principles to perform an analysis of a class of systems composed of a simulation environment and a knowledge base. The integration of simulation and knowledge-based systems poses interesting architectural challenges since they have some significant differences in their architectural attributes. In this report we examine Discrete Event System Specification (DEVS) simulation and Reactive Action Planner (RAP) agent in comparing candidate architectural styles. We will take a detailed look at the architectural attributes of each component, and use them to select a few candidate styles for a combined system called DEVS/RAP. We will then compare the quality attributes of each of these design options.
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1 Introduction

1.1 Software Architecture
Software architecture refers to the components into which a system is divided at a gross level of system organization, and the ways in which those components behave, communicate, interact, and coordinate with each other [3]. The software architecture represents the highest level of design decisions about a system. An architectural style refers to a set of design rules that identify the kinds of components and connectors that may be used to compose a system or subsystem, together with local or global constraints on the way the composition is done [13].

1.2 Architectural Attributes
Shaw and Clements have developed a classification system for architectural styles [13]. This classification system begins by identifying components and connectors, as the primary discriminators among styles. A component is a unit of software that performs some function at run-time, such as an object or process. A connector is a mechanism that mediates communication, coordination, or cooperation among components, such as a procedure call or messaging protocol. The classification system then moves on to examine control, data flow, and control/data interaction attributes. The combination of these attributes comprises the distinguishing features of an architectural style, and allows for rigorous comparison among architectural styles. This analysis provides the architect with the ability to identify significant differences that affect the suitability of styles for various tasks, and assists in selection of an appropriate style for a given problem.

1.3 Quality Attributes
In order to determine the suitability of an architectural style for a particular problem, it is important to identify the quality attributes that are of high priority with regard to the particular problem domain, and compare possible solutions in terms of these attributes. A large number of quality attributes have been studied. For the purposes of this paper, we will be considering only a select few attributes that are deemed relevant to the problem at hand. (A rationale for the selection of these particular attributes will appear later in the paper.)
1.3.1 Performance

Performance is the attribute of a computer system that characterizes the timeliness of the service delivered by the system [1]. When working in a simulation environment, performance is of great interest because it affects the ability of the system to adequately represent real-world scenarios. A simulator would not be of much use if it were unable to function in a timely manner as compared to the system it is trying to simulate. And, the interface between the simulator and knowledge base must perform at a sufficient level to allow the simulator to query the knowledge base, receive a response, and act upon it in a timely manner.

The performance of the system may be greatly affected by the frequency of messages that need to be exchanged between components of the system, especially if the components are physically distributed processes [3]. The messaging frequency may vary widely due to system design/implementation decisions, varied usage scenarios, or loading on the system. It is important to consider the message frequency aspects of a variety of system implementations and scenarios when evaluating the performance attributes of an architectural solution.

1.3.2 Scalability

Scalability is the ability of a system to support modifications that dramatically increase the size of the system [2]. In terms of the simulation/knowledge base environment, it may be useful to be able to support multiple associations between different simulations or knowledge bases. Scalability is also related to performance in the sense that an architectural solution may have some limitations when the size of the system and/or the number of components increases such that the frequency of messages between components exceeds the capabilities of the architecture.

1.3.3 Modifiability

Modifiability depends extensively on the system’s modularization, which reflects the encapsulation strategies [3]. An architectural style that provides for strict encapsulation between components is likely to be more modifiable than one that defines loosely defined boundaries or interfaces between components. Encapsulation is not just an object-oriented design principle, then; it is a means of enabling modifiability, which contributes to the quality of an architectural solution.
2 Background

The primary focus of this paper will be to analyze architectural solutions within a specific problem domain, namely that of combining a discrete event simulator with a knowledge base agent execution system [11][12]. To help ground the discussion, we restrict it to a specific implementation of each of these types of systems.

2.1 DEVS

The Discrete EEvent System Specification (DEVS) is a modeling formalism that describes a mathematical model for a real-world system [14][15].

A DEVS model of a particular system is composed of atomic models and coupled models. Each atomic or coupled model represents a system component. An atomic model consists of a set of transition functions, which describe the behavior of the model, and a set of ports which allow for input and output between this model and other models in the system. Communication between atomic models is accomplished by passing messages – a message produced on a particular output port of one model is consumed on the input port of another model. Each atomic model also has one or more states, including a special state called sigma, which indicates the time remaining until the next scheduled state transition. The timing of the model is represented by the time advance function. Atomic models may be grouped into coupled models, which have their own sets of input and output ports, and may be connected via these ports to other atomic or coupled models.

Execution of a DEVS model requires a discrete event simulator such as DEVSJAVA [5]. The simulator provides the algorithm and environment for executing the model, by accepting inputs from a user or external system, routing them to the correct models based on the specified connections, and similarly directing outputs of one model to the appropriate inputs of another model or to an external system. The simulator also keeps track of the time elapsed throughout the simulation, and ensures that time is synchronized among all models involved in the simulation.

DEVS and DEVSJAVA are described in further detail in [14]. For the purposes of this paper, it is sufficient to understand that a DEVS model consists of components which are atomic or coupled models, and connectors which are ports and messages. This results in a hierarchical composition of components.
Hereafter, the term DEVS will be used to refer to the DEVSJAVA simulator rather than the DEVS formalism itself. It is understood that the DEVSJAVA simulator is configured to execute a system of atomic or coupled models.

2.2 RAP

A Reactive Action Package is a representation that groups together and describes all of the known ways to carry out a task in different situations [6]. The Reactive Execution Planner, or RAP, is a system that manages a collection of Reactive Action Packages. It was originally designed to function as the reasoning engine of a software system that controls a robot. The RAP system accepts input from the robot’s sensors, and the its components include the memory, the interpreter, and the RAP library. The RAP library is simply the collection of Reactive Action Packages available to the system. The RAP memory contains the execution system’s best assessment of the current situation. The RAP interpreter coordinates task execution, selecting active tasks or packages from the library depending on the current situation and the goal to be accomplished.

The RAP system is implemented in C++, but also allows interaction from an external system or user by using the RAP language [7]. This is a specialized, logic-oriented language used for defining Reactive Action Packages, manipulating the RAP task list, and querying the RAP memory and/or task execution status. An external system can thus query the RAP system for information it has already discovered about the environment, or direct it to perform tasks that result in new information or changes to the environment.

2.3 DEVS/RAP

DEVS is useful for modeling event-driven systems, but its behavior is controlled mainly by its external and internal transition functions which are somewhat limited in the sense that the only information available to these functions comes from the input messages it receives [11]. If the real-world environment to be modeled is changing throughout the simulation, it is difficult to account for such dynamic behavior at specification time without intelligent algorithms; another area of research entirely.

RAP is a powerful tool for reasoning about an environment, but it is primarily designed for interacting with a dynamic, real-world environment, receiving input through sensors. It would
sometimes be useful to allow RAP to interact with a simulation environment, for example, for the purpose of testing either the simulation or the knowledge base.

Consider a simple example. A car is traveling in a major city containing a complex network of roadways. The environment is quite dynamic since other vehicles and people are acting as obstacles, roads may be closed due to construction, etc. A simulation environment that understands the basics of operating a car (applying gas/brake, steering, etc) could be constructed fairly easily using DEVS and its transition functions. However, including the knowledge about how to navigate from one place to another would be very challenging to do in DEVS due to the complexity and dynamics of the environment. Also, if the knowledge base about the environment were embedded within DEVS, it would make it very difficult to reuse the DEVS simulator within another environment (i.e., a different city). It would be useful, then, to be able to abstract the knowledge and reasoning needed for navigation from the mechanics of operating the vehicle using a system designed expressly for this purpose.

In this paper, we will investigate architectural styles for composing a simulation environment (DEVS) with a knowledge base (RAP) given an implementation of DEVS/RAP which combines DEVSJAVA simulation environment with RAP execution system [11].
3 Architectural Considerations for DEVS/RAP

Much of the work on architectural analysis of a problem domain begins with identifying components and connectors. For the DEVS/RAP system [11][12] considered in this paper, this step is fairly trivial. The components are, of course, DEVS and RAP. The most interesting aspect, then, is the choice of connectors for these components.

3.1 Key Architectural Attributes

In order to propose an architectural style for a system involving RAP and DEVS, it is helpful to first understand some of the attributes of each of these components. These attributes will influence the choice of connectors for the components.

<table>
<thead>
<tr>
<th>Constituent Parts</th>
<th>Components</th>
<th>DEVS</th>
<th>RAP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>atomic/coupled models</td>
<td>tasks, packages</td>
<td></td>
</tr>
<tr>
<td></td>
<td>messages, ports</td>
<td>procedure calls</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Control Issues</th>
<th>Connectors</th>
<th>DEVS</th>
<th>RAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Topology</td>
<td>hierarchical</td>
<td>arbitrary</td>
<td></td>
</tr>
<tr>
<td>Synchronicity</td>
<td>asynchronous</td>
<td>asynchronous</td>
<td></td>
</tr>
<tr>
<td>Binding Time</td>
<td>write</td>
<td>run</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data Issues</th>
<th>Topology</th>
<th>DEVS</th>
<th>RAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control/Data Issues</td>
<td>Topology</td>
<td>hierarchical</td>
<td>arbitrary</td>
</tr>
<tr>
<td>Data Issues</td>
<td>Continuity</td>
<td>sporadic</td>
<td>sporadic</td>
</tr>
<tr>
<td>Mode</td>
<td>passed</td>
<td>shared</td>
<td></td>
</tr>
<tr>
<td>Binding Time</td>
<td>write</td>
<td>run</td>
<td></td>
</tr>
<tr>
<td>Control/Data Issues</td>
<td>Isomorphic Shapes</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>Flow Directions</td>
<td>same</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>Types of Reasoning</td>
<td>Procedural</td>
<td>declarative</td>
<td></td>
</tr>
<tr>
<td>Timing</td>
<td>controlled</td>
<td>uncontrolled</td>
<td></td>
</tr>
</tbody>
</table>

Table 3-1 - Architectural Attributes of RAP & DEVS

This section looks at three attributes in detail that significantly constrain the architecture of this system.

3.1.1 Connectors

In this context, the connectors of interest are the connectors of RAP and DEVS that form the external interfaces of these components. It is these external interfaces that will determine the types of connectors that may be used in the combined system, because they constrain the control flow and data flow between the components.
The DEVS connectors consist of ports and messages that may be addressed to a particular port. The atomic or coupled models within DEVS may be connected to external input and output ports to form an interface between the DEVS environment and external systems.

As a logic-based system, RAP is procedurally oriented. An external system interfacing with RAP will execute queries or commands to manage RAP’s task network.

The dissimilarity between the external interfaces comprises one of the most significant challenges in integrating these two components. One basic tenet of software architecture and design is to avoid violating the encapsulation of existing components. So, it will be necessary to provide some type of connector that can adapt to both interfaces and translate between them.

Message based connectors can degenerate into procedure calls, but it’s hard to do the reverse. So, the resulting system must use procedure calls as its interface into RAP. It is possible to wrap RAP in a messaging interface, but the wrapper would still have to use procedure calls to invoke RAP behavior.

3.1.2 Synchronicity

Both RAP and DEVS are asynchronous in nature, so theoretically they could each behave independently. However, in a DEVS/RAP system, they are really complementary models of the same environment. In this environment, DEVS represents the “Physical model”, capturing the behavior of the environment, while RAP represents the “Agent model”, which has the ability to reason and make decisions about its environment. Returning to the car example, the physical model involves real, physical operations and constraints such as steering a vehicle. The agent model is concerned with navigating the vehicle from point A to point B, identifying and avoiding obstacles, etc. Because these models are both tied to the same real-world scenario, it is clear that the two components cannot be allowed to behave independently. Their behavior must be synchronized with each other or the semantics of the system will break down.

3.1.3 Timing

This architectural attribute is an extension of the list developed by Shaw and Clements. For many architectural styles, the synchronicity attribute is sufficient to classify the timing aspects of the architecture. However, when considering a simulation environment, which may be closely related to real-world behavior, timing becomes much more critical.
The following classification for timing is proposed:

- **Controlled**: The component controls time internally. DEVS can arbitrarily pause or advance time during execution of a simulation; as a result, the passage of simulation time may have little correlation to time outside the simulation environment.

- **Uncontrolled**: The component allows time to be controlled by its external environment. For example, RAP tasks may take an arbitrary amount of time to execute. Although RAP does support the ability to measure or bound the length of time spent on a particular task, the time taken is simply measured against the system clock.

Clearly, if timing is critical to the problem domain, then the timing attribute of all components must be compatible. If only one component controls its own timing while the rest have uncontrolled (externally controlled) timing, it may be feasible to resolve this incompatibility by allowing the former to control the timing for the entire system.

### 3.2 Other Attributes

The preceding section identified several attributes of RAP and DEVS that are most significant in the choice of connectors. The remaining attributes have little influence on the selection of connectors, largely because these attributes do not significantly affect the interfaces between components. Because DEVS and RAP each have well-defined external interfaces, a system comprised of these two components need not be greatly concerned with attributes that primarily describe their internal structure/behavior. However, for a complete architectural analysis it is necessary to briefly address these attributes.

#### 3.2.1 Control/Data Topology

Because DEVS is comprised of atomic models which may be composed into coupled models at an arbitrary depth, it is classified as having a hierarchical topology. Since the flow of control and data are isomorphic, this argument can apply to both the control and data topology. By contrast, RAP consists of tasks and assertions which may be related to each other in arbitrary ways; therefore, it is classified as having an arbitrary topology. Furthermore, the flow of control is arbitrary in the sense that task ordering is generally not known at specification time and in fact can change dynamically during execution in response to external events. The internal topology can be safely ignored with the assumption that each component will return control and/or data
flow to the other within a finite amount of time. It is certainly possible to construct a DEVS model and or RAP task network such that this assumption is invalid; however, for purposes of simplifying the discussion we will assume that such a construction will not be used in a DEVS/RAP system, as this would not be a particularly meaningful or illustrative example.

### 3.2.2 Control Binding Time

In DEVS, control flow is bound at compile time, since couplings between models must be defined at compile time unless the model can have variable structure (e.g., components and couplings can be removed at run time [15]). For RAP, however, tasks and memory can be initialized prior to run time if desired, but may be changed at any time during execution. If some external agent were to modify RAP’s memory, this could cause inconsistencies between RAP and DEVS. Therefore, for simplification purposes we will assume that DEVS is the only agent that can modify RAP memory. This assumption allows us to safely rule out control binding time as a significant factor in selecting a DEVS/RAP architecture.

### 3.2.3 Data Continuity

For both components, data may enter and move through the system sporadically. DEVS may receive external messages at a rate that is limited only by the simulation software; RAP may receive input from the real world or simulation environment as it becomes available. Therefore the components are compatible in terms of data continuity.

### 3.2.4 Data Mode

In DEVS, data is passed using messages; in RAP it is shared using a memory pool that is accessible to all tasks. However, the RAP language does provide an interface that allows an external system to manipulate RAP memory in terms of assertions, which turns out to be quite compatible with DEVS messaging interface. Therefore, the dissimilarity in internal data mode will not have a significant impact on the choice of connectors.

### 3.2.5 Isomorphic Shapes

As noted in section 3.2.1, DEVS control/data flows are isomorphic because control and data pass from component to component essentially at the same time. Since RAP’s control and data topology are arbitrary, so must be the control/data flow – and therefore these cannot be assumed to be isomorphic.
3.2.6 Flow Directions

Since the control and data flow of both components are arbitrary, RAP and DEVS can assume to be compatible in this respect based on the same assumptions as in section 3.2.1.

3.2.7 Types of Reasoning

DEVS reasoning can be thought of as procedural, since its execution is driven by a set of functions that define each atomic model. RAP reasoning, by contrast, is declarative – RAP tasks execute by following a set of rules. Again, this attribute can be ruled out as a contributing factor based on the same constraints discussed previously; the type of reasoning used internally to the component is not critical as long as the interface between them is well-defined.

3.3 Other Constraints

This section looks at some other constraints and considerations that are not directly tied to architectural attributes, but nonetheless will affect the selection of an architectural style.

3.3.1 Ordering

For message-based connectors, ordering is an important consideration. The ordering of messages received on an interface may affect how those messages are processed by the receiving component. In DEVS, ordering is not important, messages are passed around in a “bag”. However, in RAP, ordering of messages must be enforced because processing of incoming messages may result in changes to RAP memory. Therefore, it is important that any architectural solution ensure that ordering of messages delivered on the RAP interface is maintained.

3.3.2 Separation

Separation is a basic architectural concept that involves placing a distinct piece of functionality into a distinct component that has a well-defined interface to the rest of the world [10]. To maintain separation, any architectural solution must comply with the interfaces of each component, and should not require internal changes to these components.

Another reason for concern about separation and maintaining the encapsulation of DEVS and RAP is that both of these components are implemented using well-studied and tested algorithms. Any internal changes to these components could undermine the consistency of these algorithms and render the resulting system less reliable than its constituent parts.
3.3.3 Language/Technology

Since the two components to be integrated have been developed in different languages (C++ and Java), the choice of mechanism for integrating them may be somewhat restricted by the available technology. Some possible integration technologies include JNI [9], middleware (such as CORBA [4] or J2EE [8]), or portable libraries. While the selection of integration technology can and should be left as a design decision, it may be helpful to understand the basics of some of these technologies when developing the architecture, since this can help to ensure that the architecture is implementable.
4 Architectural Options

In this section we consider several possible architectural choices for a DEVS/RAP system. Table 4-1 summarizes each of these architectural styles in terms of its attributes, highlighting those key attributes identified in the previous section. The following subsections describe each proposed option and summarize its key attributes.

<table>
<thead>
<tr>
<th>Constituent Parts</th>
<th>Tightly Coupled</th>
<th>Distributed</th>
<th>Bridge</th>
</tr>
</thead>
<tbody>
<tr>
<td>Components</td>
<td>DEVS, RAP</td>
<td>DEVS, RAP</td>
<td>DEVS, RAP</td>
</tr>
<tr>
<td>Connectors</td>
<td>procedure calls</td>
<td>messages</td>
<td>messages</td>
</tr>
<tr>
<td>Control Issues</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Topology</td>
<td>arbitrary</td>
<td>arbitrary</td>
<td>cyclic</td>
</tr>
<tr>
<td>Synchronicity</td>
<td>synchronous</td>
<td>asynchronous</td>
<td>synchronous</td>
</tr>
<tr>
<td>Binding Time</td>
<td>write</td>
<td>run</td>
<td>write</td>
</tr>
<tr>
<td>Data Issues</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Topology</td>
<td>arbitrary</td>
<td>arbitrary</td>
<td>cyclic</td>
</tr>
<tr>
<td>Continuity</td>
<td>sporadic</td>
<td>sporadic</td>
<td>sporadic</td>
</tr>
<tr>
<td>Mode</td>
<td>passed</td>
<td>passed</td>
<td>passed</td>
</tr>
<tr>
<td>Binding Time</td>
<td>write</td>
<td>run</td>
<td>write</td>
</tr>
<tr>
<td>Control/Data Issues</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Isomorphic Shapes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Flow Directions</td>
<td>same</td>
<td>same</td>
<td>same</td>
</tr>
<tr>
<td>Types of Reasoning</td>
<td>procedural</td>
<td>procedural</td>
<td>procedural</td>
</tr>
<tr>
<td>Timing</td>
<td>controlled</td>
<td>uncontrolled</td>
<td>controlled</td>
</tr>
</tbody>
</table>

Table 4-1 - Attributes of DEVS/RAP Architectural Options

4.1 Tightly Coupled

In a tightly coupled architecture, the relationship between the components (DEVS/RAP) will be fixed at specification time. Due to the complexity of the simulation cycle, it is important that DEVS maintain control of the timing and messaging, interacting with RAP as necessary. DEVS will communicate with RAP using procedure calls to manipulate RAP tasks and assert facts from RAP memory. Such calls would occur within the DEVS simulation cycle. While it may already be fairly obvious to the reader that this solution will result in some significant limitations, it is illustrative to compare it to other, more flexible solutions.

Connectors: Procedure calls
Synchronicity: Synchronous (since procedure calls are synchronous by nature)
Timing: Controlled (DEVS controls timing)

4.2 Distributed

A distributed architecture for this system would, by definition, support RAP and DEVS components that are decoupled physically as well as logically. Components may reside on
physically separate machines connected by a network. It may even be possible for one DEVS to choose among many possible RAPs at runtime, or vice versa. Such an architecture would require some type of middleware to facilitate discovery of and communication between components. As is the case with most modern distributed systems, this architecture would use messages to pass data between components. A wrapper would be used to translate these messages into procedure calls on behalf of RAP, and to translate RAP output into messages that may be passed to DEVS.

However, a distributed solution has one major obstacle: timing. As noted earlier, control of timing is critical to DEVS execution; however, in an asynchronous environment, it is not possible to guarantee control of timing. Therefore, the timing attribute must be uncontrolled. A discussion of the implications of this issue is beyond the scope of this paper; future work would be needed to assess the feasibility of this option. At present, we can discuss the relative merits of a distributed solution as justification for future work in this area.

Connectors: Messages (facilitated by middleware)
Synchronicity: Asynchronous (distributed architectures using messaging are typically asynchronous in nature unless additional constraints are placed to enforce synchronicity; this is not proposed)
Timing: Uncontrolled

4.3 Bridge

A bridge architecture provides somewhat of a compromise between the preceding two options [11][12]. The bridge would provide a connection between DEVS and RAP, specified at compile time. The bridge (also referred to as Knowledge Interchange Broker (KIB)) offers a generic architecture for discrete event (DEVS) and agent (RAP) models to exchange data and control information given their respective formalisms. To deal with the timing issues, this architecture takes a somewhat simplified approach by requiring a synchronous interface between RAP and DEVS. As noted earlier, since message-based connectors can easily degenerate into procedure calls by using a wrapper/translator mechanism, it is reasonable to take advantage of DEVS messaging interface and place the translation of these messages into RAP procedure calls, into the bridge.

Connectors: Messages
Synchronicity: Synchronous
Timing: Controlled
4.3.1 Bridge implementation

The bridge approach, called the “Knowledge Information Broker”, or KIB, has actually been implemented, so we can examine it in more detail [11]. Figure 4.3.1 illustrates the conceptual architecture.

1) DEVS outputs a message containing a RAP query or command 
2) KIB calls appropriate RAP library function based on contents of message 
3) RAP puts results on message queue for DEVS 
4) KIB delivers message to DEVS

Figure 4.3.1- DEVS/RAP Bridge Architecture

The KIB allows DEVS to send messages to RAP through an output port that is connected to DEVS’ external interface. The KIB translates these messages into RAP commands or assertions, and executes the resulting operation using RAP’s C++ API. The result from RAP is then put into a DEVS message and placed on an external DEVS input port. This allows DEVS to receive the message and have it routed to an appropriate model for processing, just as it would receive an input from any other system. The result is a cyclical message flow from DEVS to RAP, and back to DEVS. The interaction with RAP, then, does not interfere with the normal simulation cycle that occurs as part of the DEVS execution. This is important because it ensures that the already-proven simulation algorithm will still work even though it is now part of a larger system.

When DEVS sends a message, the simulation is stopped and does not continue until the corresponding RAP operation has completed. This eliminates the need for keeping two separate clocks in synch; from DEVS’ perspective, the RAP operation executed instantaneously. This simplification is reasonable because, since DEVS controls its own time, any time taken by RAP can be considered irrelevant to the simulation time.

The KIB enforces ordering among messages that are received from DEVS. This is trivially seen since the simulation cycle is stopped while RAP is processing a DEVS request; the simulator can not possibly generate any more messages during this time. As noted above, this ensures that any
messages that may involve changes to RAP’s memory or task list will be interpreted in the correct order.

An additional convention that is added for simplification purposes is to allow DEVS to control the messaging cycle. DEVS always initiates a request for RAP and waits for a response, never the reverse. This convention greatly decreases the complexity of the implementation, but it also somewhat limits the set of problems to which this implementation can be applied. The simulation must be fairly autonomous, but may consult RAP periodically. The reverse scenario would be to allow RAP to operate autonomously, and request information from DEVS as needed. While this is certainly possible, and could likely be implemented with only minor changes to the architecture and design, it has not yet been developed.
5 Quality Attributes

Given the problem domain described earlier, we can identify quality attributes that are important to this domain, and qualitatively analyze each of the architectural options in terms of its architectural attributes and quality attributes. A qualitative analysis should be sufficient for choosing an appropriate architecture for a prototype implementation; a quantitative analysis is beyond the scope of this paper.

The set of quality attributes that follow were chosen for analysis based on the current research status of these components and the expected application of the system being proposed. Both RAP and DEVS are used primarily in the simulation and test domain. Therefore, quality attributes such as security, reliability, maintainability, etc which might be considered quite important to a production system are of only indirect interest here. Instead, we are primarily focused on the feasibility and practical applications of the DEVS/RAP system. Therefore, those quality attributes most likely to impact the usefulness of DEVS/RAP in enabling future research are most relevant to this discussion.

5.1 Performance

Kazman, et al [10] note that separation into components (such as this case in which the system is made up of existing components) may be a “plus” or “minus” for performance; this is one attribute that is likely to be determined by specific problem scenarios or implementation as well as architectural attributes. In this case, the performance is greatly affected by the frequency of interaction between RAP and DEVS, which depends largely upon the specific environment to be simulated. Further analysis of messaging scenarios for a specific problem domain would be needed before applying any of the proposed architectures to that domain. However, at a high level we can examine the architecture for bottlenecks in data flow or processing.

In the tightly-coupled approach, RAP will be invoked using a direct procedure call each time information is needed; this could introduce a significant amount of memory and/or processing overhead to construct and deconstruct any execution environment and/or infrastructure that is needed on each call. This overhead coupled with the synchronous nature of the procedure calls could greatly affect the amount of real-world time necessary to execute a simulation. The bridge itself is likely to create a similar bottleneck, especially if there is a high frequency of communication between the two primary components or large amounts of data being passed;
however, allowing the bridge to manage a single RAP instance and minimizing memory and processor usage will help to alleviate this issue. Because a distributed solution will allow DEVS and RAP to execute on separate hardware, this can have a positive impact on performance by preventing the two components from competing for resources. However, performance may also be negatively impacted by network latency and/or middleware overhead. Again, the tradeoffs of a distributed solution would need to be studied in the context of the problem domain and perhaps the selection of middleware for implementation.

5.2 Scalability
A procedure call, by definition, allows for a 1:1 mapping between components. This is clearly a significant limitation of the tightly coupled architectural style. In contrast, a messaging interface allows for an n-way mapping between components, greatly improving scalability. Both the bridge or distributed architecture utilize a messaging interface; however, the bridge architecture still supports only a 1:1 mapping due to timing assumptions as pointed out earlier. Therefore, the distributed architecture, supporting an n:n mapping between components, is clearly the most scalable in terms of its interface. Provided that the middleware is well-designed, it has the potential to support a large number of RAP-DEVS associations with minimal performance degradation. In addition, it allows for a heterogeneous mixture of simulation environments and knowledge bases.

Synchronicity also affects the scalability of an architectural solution. A synchronous solution is generally less scalable than an asynchronous one, since a synchronous solution lacks the flexibility to adjust its behavior based on the number or types of requests it receives. Again, the distributed solution is likely to be the most scalable since it allows for asynchronous execution. However, practical considerations make it extremely difficult to implement an asynchronous solution while maintaining the integrity of the simulation environment.

5.3 Modifiability
Since RAP and DEVS are each but one possible implementation of a simulation environment and knowledge base, it would be desirable when defining an architecture to allow for the possibility of plugging in new or varying implementations of each of these components with a minimal amount of effort. The choice of connectors has the greatest impact on modifiability of those architectural attributes identified. A messaging connector provides the most flexibility for future
modification since it provides a layer of abstraction between the data being passed and the producers and consumers of this data; a change to a producer or consumer will often require only an adjustment to the messaging layer.

The distributed option would appear to provide the highest level of modifiability, since it not only uses a messaging architecture but also binds control at runtime. It also has the potential to support a heterogeneous environment, depending on the capabilities of the middleware to distinguish among components with varying interfaces/capabilities and allow a RAP or DEVS component to locate an appropriate complementary component on-the-fly. For example, a DEVS model for operating a car could locate a RAP that corresponds to the city in which the car is navigating. This option could even support one-to-many or many-to-many associations, although it is somewhat difficult to find realistic examples.

Although the bridge option does not provide quite the level of dynamic modifiability as the distributed option, the bridge implementation could also be quite extensible at compile-time, if the interface between the bridge and each of the primary components is well-defined and clear boundaries are maintained between the messaging and functional layers.
6 Conclusions

This paper provides an example of a novel architectural problem and shows how it can be analyzed by using architectural attributes. The architect can use the architectural attributes to help define the qualitative measurement of important quality attributes and ultimately select a solution.

The simulation engine/knowledge base system we have looked at has several viable architectural options. One of these, the Knowledge Interchange Broker, has been implemented and illustrates some of the strengths and limitations of this architectural style. The KIB solution supports some timing and ordering assumptions that simplify the complex problem of managing timing issues between two autonomous components.

Future work might include testing an implementation of a RAP/DEVS system using a distributed architecture. In such an architecture, it would be difficult or impossible to control the execution of one component from within the other component, as is the case in the bridge implementation. Therefore, any distributed solution would need to look at other research on timing in order to find ways to support this more flexible architectural option while maintaining the powerful capabilities of the RAP and DEVS components.
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