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a b s t r a c t

Modeling and simulation is essential for understanding complex ecological systems. How-

ever, knowledge of the structure and behavior of these systems is limited, and models must

be revised frequently as our understanding of a system improves. Moreover, the dynamic,

spatial distribution of activity in very large systems necessitates mapping natural mecha-

nisms as logically as possible onto computer structures. This paper describes theoretical and

algorithmic tools for building component-based models and simulations of dynamic spa-

tial phenomena. These methods focus attention on and exploit the irregular distribution of

activity in ecological processes. We use the DEVS formalism as the basis for a component-

based approach to modeling spatially distributed systems. DEVS is a mathematical theory of

discrete-event systems that is well suited for describing large systems that are described by
E
Cimulation

ctivity tracking paradigm

small parts with irregular, short-range interactions. This event-based approach to modeling

leads naturally to efficient simulations algorithms which focus on the active parts of a large

model. Ecological modeling benefits from these efficient the simulation algorithms and the

reusability of the model’s basic components. Our event-based method is demonstrated with

a physics-based model of fire spread.
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attention is paid to inactive entities, except from a descriptive 12
O
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. Introduction

cosystem analysis and understanding mostly necessitates
stimating values of parameters of active entities (animals
r plants or abiotic components of the system). Thus, the
reatest efforts of researchers are usually devoted to tracking
U
N
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ctivity (also called monitoring activity) in the components of
cosystems. Examples can be found in animal ecology (e.g.,
adio and GPS tracking methods), behavioral ecology (e.g.,

∗ Corresponding author.
E-mail address: a.muzy@univ-corse.fr (A. Muzy).

304-3800/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.ecolmodel.2008.08.017
© 2008 Elsevier B.V. All rights reserved.

video tracking), plant ecology (e.g., population dynamics, mon-
itoring of growth, of seed dispersal, of chemical secretion
and of climatic parameters) and in fresh water and marine
ecosystems (e.g., monitoring of fluxes, of hydrodynamics and
of concentrations of various substances). On the contrary, little
ECOMOD 5275 1–14
of fire spreading through the activity tracking paradigm. Ecol. Model.

point of view. 13

The ability to model ecological systems has been greatly 14

improved over the last two decades by advances in the
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methods used to build conceptual models and in the tech-
nology for simulating those models. Because ecology focuses
on living entities, the paradigm of individual based mod-
eling has been widely developed. Individual based models
are implemented in several ways: deterministic cellular
automata; stochastic cellular automata (Balzter et al., 1998);
gaps models (forest growth models) in which each cell of
a grid holds a list of entities with attributes and methods
(Norby et al., 2001); multi-agents model mixing stochas-
tic and deterministic processes (Parker et al., 2003) and
multiple models in which the processes act on entities at
several abstraction levels at the same time (from individ-
uals to groups and to population) by means of various
techniques (e.g., Markov analysis, Monte Carlo simulations,
Leslie’s matrixes, EDO and EDP, and finite element calcula-
tions).

Object-oriented techniques are widely used for model-
ing and simulation of systems (Sequeira et al., 1991; Baveco
and Smeulders, 1994; Holst et al., 1997; Hill et al., 1998;
Alfredsen and Sæther, 2000; Spanou and Daoyi, 2000). The
benefits of using an object-oriented approach for ecological
modeling and simulation are now well recognised (Silvert,
1993). Components extend object-oriented concepts to cre-
ate a framework for dealing with hierarchical (sub-)systems
interacting through well defined interfaces. In addition, eco-
logical models take advantage of component-based design
in several ways (Meyer, 1988 in Papajorgji et al., 2004):
to improve reusability and ease maintenance, to enable
cross-platform computing, and to combine distributed com-
ponents through a service-oriented architecture. In this
paper, we consider components to be self-contained systems
with well-defined interfaces that send and receive discrete
events.

The principle of activity tracking follows naturally from
this view of components as discrete-event systems (Muzy
and Zeigler, 2008). Simulation algorithms that are based on
activity tracking exploit the natural, dynamic variation of a
process in time and space. Although complexity of environ-
mental models can be reduced a posteriori (Lawrie and Hearne,
2007), a priori design, analysis and implementation structures
are provided here to build efficient computational models.
These algorithms are both efficient and easy to apply when
the model is conceived of as a collection of components
that interact through discrete events. Activity focused mod-
eling, using the constructs of the DEVS formalism and event
driven simulations, is a coherent approach to building efficient
simulation models of dynamic, spatially distributed systems.
This coherent world-view is particular useful for navigating
the numerous methods that have been proposed for building
models of complex ecological systems (Sequeira et al., 1991;
Silvert, 1993; Baveco and Smeulders, 1994; Holst et al., 1997;
Hill et al., 1998; Alfredsen and Sæther, 2000; Spanou and Daoyi,
2000).

This paper is organized as follows. In Section 2, a brief
review of the state-of-the-art in forest fire modeling and sim-
ulation is provided, and the activity tracking paradigm is
U
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introduced and applied to a physics-based model. In Section
3, the activity-based simulations presented. In Section 4, the
whole approach is discussed. Section 5 summarizes and con-
cludes the paper.
 P
R

O
O

F

 PRESS
x x x ( 2 0 0 8 ) xxx–xxx

2. Material and methods

Forest fires have well known economic, ecological, health
and social impacts. The huge forest fires in Greece, Portu-
gal, Australia and California that occurred in 2007 are recent
reminders of these costs, and the acres of forest burned by
wild fires each year is increasing exponentially (cf. Fig. 1).

Modeling fire spread behavior is a hard task. In physics,
very precise models focusing on relevant generic mechanisms
(convection, diffusion and radiation) are usually experimented
with by scientists to improve their knowledge. To develop
generic, easy to modify, and efficient implementations of
these models is very challenging.

2.1. Forest fire modeling

The behavior of forest fires is better understood now than it
was 20 years ago. Significant research has been conducted in
connection with the forest fires, particularly on the conditions
favorable to ignition (period and intensity of hydric deficit:
Dolling and Al, 2005; Núñez-Regueira et al., 2001, type of fuel:
Dong Hyun et al., 2001), thermochemical and physicochemal
characteristics, biological traits, bioclimatic parameters of var-
ious type of vegetation (Núñez-Regueira et al., 2000), and on
the conditions of their propagation (topography, direction and
intensity of the winds, connectivity of the surfaces covered by
vegetation; Thompson et al., 2000).

Forest fire models can be separated into stochastic and
deterministic (analytical) models. Stochastic models aim at
predicting the most probable fire behavior in average condi-
tions, using evolution rules drawn from lab experiments and
field data samples. On the contrary, in analytical models, the
fire behavior is usually deduced from the physical laws driv-
ing the evolution of the system. Recently, several sophisticated
models were proposed (Barros and Mendes, 1997; Karafyllidis
and Thanailakis, 1997; Hernández Encinas Hoya White et al.,
2007; Yassemia et al., 2008) and successfully validated by com-
parison with real fires. All of these models use either simple
cellular automata or dynamical structure cellular automata
(DSCA).

Based on Weber’s classification (Weber, 1990), three kinds
of mathematical models for fire propagation can be identified
according to the methods used in their construction. The first
type of models are statistical models (McArthur, 1966), which
make no attempt to include specific physical mechanisms,
being only a statistical description of test fires. The results can
be very successful in predicting the outcome of fires similar to
the test fires. However, the lack of a physical basis means that
the statistical models must be used cautiously outside the test
conditions. The second category of models is semi-empirical
models (Rothermel, 1972) based on the principle of energy con-
servation but which do not distinguish between the different
mechanisms of heat transfer. Rothermel’s stationary model
is a one-dimensional model, in which a second dimension
can be obtained using propagation algorithms (Richards, 1990)
ECOMOD 5275 1–14
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integrating wind and slope. Finally, physical models (Albini, 125

1985) integrate wind and slope effects in a more robust man- 126

ner by describing the various mechanisms of heat transfer 127

and production. Physical mechanisms are described using a 128
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ig. 1 – Annual area burned by wildfires in Arizona and New
res SOI/).

hemical, thermal and mechanical definition of basic fire phe-
omena. Hence, physical and semi-empirical models use the
efinition of basic fire phenomena to physically describe fire
ropagation.

Today, most ready-to-run software for fire spread simula-
ion (Veach et al., 1994; Finney, 1995; Coleman and Sullivan,
996; Albright and Meisner, 1999; Lopes et al., 2002) and simu-
ations of fire spreading on large-scale (Wu et al., 1996; Hargove
t al., 2000; Miller and Yool, 2002) are based on Rothermel’s
odel (Rothermel, 1972). A lot of effort has been placed in

mproving simulations of Rothermel’s model. In the CA field,
tudies pinpoint the need for developing new classes of CA
or fire spreading applications (Karafyllidis and Thanailakis,
997; Berjak and Hearne, 2002). Many methods based on
iscrete-event formalisms and object-oriented programming
ave been proposed to improve CA capabilities for fire spread
imulation (Vasconcelos et al., 1995; Ntaimo and Zeigler, 2005;
meghino et al., 2001; Muzy et al., 2003). Unlike basic CA,

hese models can receive external update information, the fire
erimeter can be updated at any moment due to the continu-
us time nature of the discrete-event specifications, and active
ells can be dynamically created and removed to save memory
or large cell spaces.

.2. Activity tracking framework

he appropriate choice of a time management scheme
epends on the nature of the system and on the modeling
bjectives. For a system in which every state change occurs
t a fixed increment of time, discrete events will produce
imulation overhead, and a discrete-time driven simulation
ill be more efficient because we do not have to predict (by

omputation) what we already know will happen and when.
owever, in natural systems discrete-time evolution does not
xist. Discrete-time flows in a model exist only after the dis-
retization of continuous time by the modeler (Ralston and
abinowitz, 2001). For other systems, “while other formalisms
llow representation of space and resources, only discrete-
vent models offer the traditional ability to explicitly and
exibly express time and its essential constraints on com-
lex adaptive systems behavior and structure” (Zeigler, 2005).
he advantage of discrete-event driven simulations is that a
imulation model evolves directly from one state change to
U
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nother. No computations are performed during inactive peri-
ds, but this requires that the next state change can be forecast
rom the current state and it requires an efficient method for
cheduling events.
 P
R

O
O

F

xico (http://geochange.er.usgs.gov/sw/impacts/biology/

Fig. 2 depicts the essential parts of an activity tracking
simulation. It merges the three usual world-views (activity-,
event-, and process-oriented strategies) into a single frame-
work that includes discrete-time driven models as well; the
usual world-views are underlined where they appear in the
activity tracking strategy. Marks are added to and removed
from components to track activity as it propagates through the
model; these marks are used to maintain the set of active com-
ponents as the simulation progresses. Every activity tracking
simulation has two basic steps:

• Step I: Components exchange information and the propaga-
tion of activity is tracked. The current active set is scanned
for components that have output events and these events
are routed to their destinations; routing in hierarchal mod-
els can be done recursively (for more information, see Muzy
and Nutaro, 2005). The active set is updated to include
atomic components that have received these output events.
Atomic components are basic behavioral components that
are coupled together to build a hierarchical structure (for
more information, see Zeigler et al., 2000).
ECOMOD 5275 1–14
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Fig. 2 – State-centric activity tracking pattern.
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state are removed from the active set. In a discrete-event
driven simulation, the active set is an event scheduler and
the active components are in the schedule or will receive an
input from a model in the schedule.

This a state-centric two-step pattern. Both local and global
levels of modularity for state transitions can be achieved.
Local transitions are achieved on states of single components.
Global transitions are achieved on many component states.
More details can be found in Muzy and Zeigler (2008).

2.2.1. Dynamic structure cellular automata (DSCA)
specification
Cellular models are commonly used to model ecological
systems because spatial relationships are a crucial to how eco-
logical systems function (Wu and David, 2002). Regardless of
the simulation kernel used, be it time driven or event driven,
the simulation algorithm rarely focuses computations exclu-
sively on active cells, but carefully scrutinizes every cell in
the grid. This type of implementation is conceptually different
from the activity focused evolution of the real process and at
odds with the final analysis where we focus on change, not its
absence. More practically, this approach to simulation requires
tremendous computational resource and consequently is lim-
ited with regards to the physical space it can handle. For
instance, a forest growth simulator developed by some of us
cannot reasonably manage more than 25Ha within a simula-
tion over one century on a fast running desktop computer.

The ability of cellular automata to change topology has
been investigated through two research directions. First, struc-
turally dynamic cellular automata (SDCA) (Alonso-Sanz, 2007)
study a phenomenology of neighborhood changes during the
simulation. Discrete-value cells change neighborhood accord-
ing to their own value. Second, DSCA (Barros and Mendes,
1997; Muzy et al., 2004) are based on the System Theory. Math-
ematical structure specifications and simulation algorithms
are provided which constitute a generic framework for imple-
menting simulation models. DSCA models specify structure as
a function of the model’s complete state, and the structure of
the model can change as the states of its components change.
DSCA can be specified as discrete-time or discrete-event net-
works.

We present here a network specification of dynamic struc-
ture cellular automata (DSCA, cf. Fig. 3):

NetworkDSCA = 〈XDSCA, YDSCA, M�〉

where XDSCA and YDSCA, are respectively the input and output
sets.

Dynamic structure changes are handed by the executive
model:

M� = 〈X�, Y�, S�, ı�, ��, ��〉

The structural state is defined as S� = 〈D, {Ci}, {Ii}, {Zi,j}〉,
which can be described as follows:
U
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• D contains the references i (coordinates or number) of active
cells,

• {Zi,j} is the set of coupling functions. Coupling functions
describe how components are connected:
coupling function does not need to be specified.

◦ The network executive � is embedded in the DSCA:
ZDSCA→�: XDSCA → X� and Z�→DSCA: Y� → YDSCA;

◦ The network executive � can be connected to a cell c ∈ D:
Z�→cell: Y� → Xc and Zc→�: Yc → X�;

◦ A cell can be externally connected to both input XDSCA and
output YDSCA of the DSCA: ZDSCA→c: XDSCA → Xc, Zc→DSCA:
Yc → YDSCA;

◦ A cell can be internally connected to its neighboring cell
p ∈ D as: Zp→c: Yp → Xc and Zc→p: Yc → Xp;

• For a cell c ∈ D, Ic = {Nc, DSCA, �}, I� = {{Ci}} where Nc is the
neighborhood of a cell c.
ı�:X� × S� → S�, is the structural state transition function.
According to current structural state and inputs, the transi-
tion function computes a new structural state. Changes in
structure include changes in cells neighborhoods, changes
in cell definitions, and addition or deletion of cells. The
structural state transition function is composed of inter-
nal and external functions ı� =

{
ıint�

∪ ıext�

}
. External

transitions account for external events and internal transi-
tions for autonomous computations (for more information:
Barros, 1997).
��: S� → Y� is the structural state output function. Through
ECOMOD 5275 1–14
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the output function structural states can be sent to other 274

models. 275

�� : S� → N for a discrete-time base and �� : S� → R
+ for a 276

discrete-event time base. 277
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As a minimum assumption, each cell c can be specified as
n atomic component:

i = 〈Xi, Yi, Si, ıi, �i, �i〉

here

Xi and Yi, are respectively input and output sets.
Si = 〈(m, n), SNi , phase〉, with{

SNi =
{

sp/p ∈ Ii
}

phase = {“active”, “passive”, . . .}
where (m, n) ∈N2 are cells’ coordinates, Ni has been defined
previously as the neighborhood set, SNi represents the states
of neighboring cells. When receiving or sending its state, a
cell is in phase “active”, otherwise it is in phase “passive”.
ıi: Xi × Si → Si is the transition function1 composed of internal
and external functions ıi = {ıinti

∪ ıexti
}, where ıinti

: Si → Si,
and ıexti

: Xi × Si → Si.
�i: Si → Yi is the output function.
�i : Si → N for a discrete-time base and �i : Si → R

+ for a
discrete-event time base.

or a more complex cell, the latter can be decomposed as a
etwork (dynamic structure or not) of sub-components (Muzy
t al., 2005a,b). However, regarding the closure under coupling
f dynamic structure networks, precise network specifications
an be expressed by (or is equivalent to) a single atomic spec-
fication (more details in Zeigler et al., 2000).

.3. Fire spread application

odels derived from basic physical processes describe the
pread of fire in terms of well-understood heat propaga-
ion principles (radiation, convection, etc.) These continuous

athematical models can be discretized in several differ-
nt ways for the purposes of simulation using discrete event
nd discrete-time methods. Our work extends the model pre-
ented in (Muzy et al., 2005a,b) to include an implicit and

quantization-based descretization through activity-based
odeling and simulation.

.3.1. The physics-based model
hysics-based fire spread models usually consist of reaction
iffusion equations. These PDEs cannot be solved analytically.
hey have to be solved numerically. Discrete-time solutions
an be obtained using Explicit (Forward) or Implicit (Backward)
uler methods.

The physical model we use (Balbi et al., 1998) is composed
f elementary cells of earth and plant matter. Under no wind
nd no slope conditions, the temperature of every cell is rep-
esented by the following PDE:

∂T

∂t
= −k(T − Ta) + K

(
∂2T

∂x2
+ ∂2T

∂y2

)
− Q

∂�v

∂t
(1a)
U
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v = �v0 if T < Tig (1b)

1 Modularity cases: (1) Si = SNi
i

and Xi = XDSCA (assuming external
nfluences of cells), (2) Xi = XDSCA × XNi

i
, with XNi

i
= {xp/p ∈ Ii}.
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�v = �v0 · e−˛(t−tig) if T ≥ Tig (1c)

T(x, y, t) = Ta at the boundary (1d)

T(x, y, t) ≥ Tig for the burning cells (1e)

T(x, y, 0) = Ta for the non-burning cells at t = 0 (1f)

where Ta (27 ◦C) is the ambient temperature, Tig (300 ◦C) is the
ignition temperature, tig (s) is the ignition time, T (◦C) is the
temperature, K (m2 s−1) is the thermal diffusivity, Q (m2 ◦C/kg)
is the reduced combustion enthalpy, ˛ (s−1) combustion time
constant, �v (kg m−2) is the vegetable surface mass, and �v0

(kg m−2) is the initial vegetable surface mass (before the cell’s
combustion). The term k(T − Ta) represents thermal exchanges
with the air, the term K((∂2T/∂x2) + (∂2T/∂y2)) represents the dif-
fusion phenomenon, and the term Q(∂�v/∂t) represents the
combustion energy (the reaction).

2.3.2. Discrete-time solutions
In a previous study, Finite Element and the Finite Differ-
ence Methods were used to discretize this physical model
(Santoni, 1996). The Finite Difference Method provided equiv-
alent results as the Finite Element Method. However, the latter
appeared more complex to implement and involved longer
execution times. Therefore, the Finite Difference Method has
been chosen.

2.3.3. Explicit solution
The physical model (1a)–(1f) solved by the Explicit Method
leads to the following difference equation:

Tn+1
i,j

= a(Tn
i−1,j + Tn

i+1,j) + b(Tn
i,j−1 + Tn

i,j+1) + cQ

(
∂�v

∂t

)n

i,j

+ dTn
i,j + e (2)

where Tij is the grid node temperature. The coefficients a, b, c,
d and e depend on the time step and the mesh size considered.

The study domain is meshed uniformly with cells of 1-cm2

and a time step of 0.01 s. This is a very small time and space
scale. However, this small scale allows us to be consistent in
terms of both error and physical descriptions of a fire spread
thus achieving a precise analysis of simulation results.

The propagation domain consists of a cellular model where
each future cell temperature is calculated using the current
cell temperature and temperatures of the cardinal neighbors.

2.3.4. The implicit solution
Implicit methods are typically more stable than explicit meth-
ods and allow larger time steps thus reducing execution times.
The physical model (6a–f) solved by the Implicit Method leads
to the following difference equation:

∣∣∣Tk+1,n+1
i,j

− Tk,n+1
i,j

∣∣∣ < ε (3a)
ECOMOD 5275 1–14
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Tn+1
i,j

= a′(Tn+1
i−1,j

+ Tn+1
i+1,j

) + b′(Tn+1
i,j−1 + Tn+1

i,j+1) + c′Q
(

∂�v

∂t

)n

i,j
367

+ d′Tn
i,j + e′ (3b) 368
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Fig. 4 – Transition

where k is the iteration step. The coefficients a′, b′, c′, d′

and e′ depend on the time step and on the mesh size
considered.

The solution is calculated at each time step (of 0.1 s) using
the iterative method of Jacobi (Sibony and Mardon, 1988) for
which the convergence condition (3a) is used to pass on to the
next time step. As long as all the whole temperatures calcu-
lated between two successive iterations are not less than an ε

(10−3 K for instance), the simulation clock is not incremented.
In this instance, the problem could be solved with a Low

Up decomposition. However, to end up with a CA structure,
the Jacobi method is used. Hence, performance metrics can
be compared with other explicit and quantization-based CA
structures.

2.3.5. Dynamic structure cellular automata solution
To focus the simulation on active cells, we use the basic prin-
ciples exposed in (Zeigler et al., 2000) to predict whether a cell
will possibly change state or will definitely be left unchanged
in a next global state transition: “a cell will not change state
if none of its neighboring cells changed state at the current
state transition time”. Nevertheless, to obtain optimum per-
formance the entire set of cells cannot be tested. Thereby, an
algorithm, which tests only the neighborhood of the active
bordering cells of a propagation domain, has been defined for
this type of phenomena. We specify here a DSCA as a dynamic
structure discrete-time network embedding initial ignitions.
This DSCA is used here only to track active cells (adding and
removing them from the active set).

As depicted in Fig. 4, the activity tracking algorithm is
located in the global transition function (ı�) of the DSCA, in
charge of the structure evolution of the cell space. ci.m and
ci.n correspond to the coordinates (m, n) of a cell c of reference
i ∈ D (also abstractly named as ci). Sci.phase corresponds to the
phase of state s ∈ S of a cell i. An activity state (‘inactive’, ‘active’
U
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and ‘testing’) is added to the cells. The activity state ‘testing’ is
used to track new activated components. Cells are considered
in ‘testing’ phases when located at the edge of the propagation
domain, ‘non testing’ when not tested at each state transition,
 P
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tion of the DSCA.

and ‘passive’ when inactive. Remember that the specification
of cell structures (neighborhood, transition functions, etc.) is
statically pre-allocated.

A propagation example is sketched in Fig. 5 for cardinal and
adjacent neighborhoods. In our algorithm, only cells at the
leading edge of the fire test their neighborhood for cells that
should become active. This minimizes the number of cells that
must be tested for activation at each iteration of the simulation
algorithm.

The result of the executive transition function of Fig. 4
depends on the state of the tested cells. Changes of cells states
are checked between two time steps (|sci · Tk+1

i,j
− sci · Tk

i,j
|), are

compared to a threshold � defined by the user. If |sci · Tk+1
i,j

−
sci · Tk

i,j
| > �, then the cell’s neighbors become active and are

marked as ‘testing’, the cell itself is marked as ‘non testing’.
Notice here the difference between a quantum and a thresh-
old. A quantum consists of discretizing a state in equal finite
values. Considering a particular cell, during the whole simula-
tion, times of boundary crossings are computed continuously.
Conversely, a threshold is used to determine if a cell turns
ECOMOD 5275 1–14
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Fig. 5 – Calculation domain evolution.
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.3.6. Quantization solution
uantization of ODEs has been introduced in (Zeigler et al.,
000; Bolduc and Vangheluwe, 2002; Nutaro, 2003). Instead of
enerating approximate solutions at discrete points in time,
he solution is approximated by looking at significant changes
n the system’s state. Efficiency and stability of this discretiza-
ion technique are discussed in (Nutaro and Zeigler, 2007). The

agnitude of change in the solution that is considered to be
ignificant is called an integration quantum (or quantum). A
uantum can be defined by

= |˚n+1 − ˚n| (4)

here D is the desired change in the solution at each step of
he computation and ˚n+1 and ˚n are two numerical approx-
mations of the continuous function ˚(t) representing a time
nvariant process.

To illustrate the basic elements of quantized integration
ethods, a quantized integration scheme for solving a single
DE can be constructed using the explicit Euler formulae

n+1 = ˚n + 	t · f (˚n). (5)

The time required for a quantum change to occur is approx-
mated by

t = D

|f (˚n)| (6)

If f(˚n) = 0, then 	t → ∞, which indicates that an equilib-
ium state has been reached.

The quantized integration scheme is constructed by sub-
tituting Eq. (6) into Eq. (5) and keeping track of the sign of
he derivative to ensure that the solution moves in the proper
irection. This gives the system

n+1 = ˚n + D · sign(f (˚n)) (7)

hich approximates successive values of the continuous sys-
em. The time tn+1 ∈ � of approximated states is given by

n+1 = tn + d

|f (˚n)| (8)

An approximation example of the function ˚(t) is sketched
n Fig. 6. One can notice that for a continuous time base, the
umber of computations needed to approximate the curve ˚(t)
an be reduced, even more when the latter changes slowly
uring time.

Eqs. (7) and (8) constitute a quantized integrator. In space,
nd when applied to PDEs, using such integrators allows to
rack activity, that is, changes in time in one point of the space.
hen, each integrator can be implemented as an atomic model
EVS.

Quantization of Eq. (1a) consists of discretizing the term of
hermal exchanges, the diffusion term and the reaction term.
hen, in every cell a quantized integrator [cf. Eqs. (7) and (8)]
U
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alculates the temperature of the cell according to the value
f: (1) the term of thermal exchanges (which is discretized), (2)
he term of diffusion (which is discretized), and (3) the reaction
erm (which is quantized).
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The discretization of the diffusion term in space using cen-
ter differences leads to:

K

(
∂2T

∂x2
+ ∂2T

∂y2

)

≈ K

(
Tn

i,j−1 − 2Tn
i,j

+ Tn
i,j+1

(	x)2
+

Tn
i,j−1 − 2Tn

i,j
+ Tn

i,j+1

(	y)2

)
(9)

The term of thermal exchanges can be directly discretized:

K(T − Ta) = K(Tn
i,j − Ta) (10)

When the cell is burning, the energy Q(∂�v/∂t) released by
the combustion depends directly on the exponential decrease
of the fuel mass:

�� = Q��0
e−˛(t−tig), if T ≥ Tig (11)

By knowing that the fuel mass will decrease only by one
quantum D, we obtain:

�� − D = Q��0 e−˛ta (12)

Taking the logarithm, we obtain the time advance ta:

ta = 1
˛

ln
�� − D

Q��0
(13)

Every cell is a coupled model composed of two atomic
models: one model implements Eqs. (12) and (13) the other
solves Eqs. (9) and (10). Fig. 7 describes this coupled model
(CM) which is composed of an atomic model of Fuel Decrease
(AMFD) and of an atomic model of Thermal Exchanges and
Diffusion (AMED).

An atomic model AMED is connected to its four cardinal
neighbors through eight ports. Cells’ temperatures are sent
and received through these ports. An atomic model AMFD

describes the evolution of the fuel mass decrease when the
cell is burning. After the reception of the cell’s temperature
ECOMOD 5275 1–14
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(contained in AMED), if the cell is in combustion, the exter- 506

nal transition function of AMFD will compute the time of next 507

quantum boundary crossing according to the time advance 508

(13). At each quantum crossing, computed by an internal tran- 509
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Fig. 7 – Cell description.

sition, influenced cells are updated immediately. Finally, the
derivative of the temperature, calculated by AMED, according
to the neighboring cells’ temperatures and to the fuel mass, is
integrated using Eqs. (7) and (8).

3. Simulation results

To validate the simulation results, experimental fires have
been conducted on Pinus Pinaster litter, in a closed room
without any air motion, at the INRA (Institut National de
la Recherche Agronomique) laboratory near Avignon, France
(Balbi et al., 1998). These experiments have been performed
in order to observe fire spread for point-ignition fires under
no slope and no wind conditions. The experimental appa-
ratus was composed of a one square meter aluminum plate
protected by sand. A porous fuel bed was used, made up of
pure oven dried pine needles spread as evenly as possible on
the total area of the combustion table (in order to obtain a
homogeneous structure). The experiment consisted in ignit-
ing a point using alcohol. The resulting spread of the flame
across the needles has been closely observed with a camera
and thermocouples.

3.1. Particularity and validation of the different
methods

Fig. 8 depicts a visual comparison between the simulated
fire fronts (using explicit, implicit and quantization meth-
ods) and experimental fire fronts (represented by dots). The
experimental fire front corresponds to pictures of actual fire
spread positions under laboratory experiments on pine needle
substrates. Explicit, implicit and quantization solutions allow
simulating precisely the fire front positions. The quantized
simulation focuses its computational effort on the active cells.
The explicit and implicit CA do not; they do the same amount
of work to simulate each cell, regardless of its rate of change.
U
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Fig. 9 depicts the various evolutions of the simulated fire
spread for many quantum sizes. For large quantum sizes, a
qualitative simulation can be achieved; although the propaga-
tion is delayed, the circular shape of the fire front is conserved.
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Besides, for an actual propagation of 221 s, an execution time
of 10 s is obtained on a 1.5 GHz Pentium M Centrino (this com-
puter is used for all experiments described in this paper).
Qualitative simulations can be used to reduce the testing
phase of model development (by execution time reductions),
as well as to improve the rapidity of predictive fire spread sim-
ulations. These simulations are usually used by fire fighter
command centers to predict where will spread the fire. They
do not care when, the only thing they have to know is where
the fire will spread to set fire fighters and vehicles.

Fig. 10 depicts the focus of both quantized and DSCA simu-
lations on active cells. The fire fronts are represented by lines.
Both simulations adaptively track the fire front evolutions by
changing the set of active cells as the simulation is executed.
In Fig. 10, the result of both methods is equivalent for focusing
on active cells.

Fig. 11 depicts how the quantized simulation focuses on
fire fronts for different thresholds. One can notice that few
errors are introduced by truncating information, even when
the threshold is relatively large (up to 30 K). However, for a
quantum of 40 K (and higher), the fire front becomes noticeably
distorted.

3.2. Quantization method

The fuel mass decrease simulated by the atomic model AMFD

is represented in Fig. 12. The end of this negative exponential
curve pinpoints the interest of using a discrete-event simu-
lation to pass directly between significant (as defined by the
integration quanta) values of the continuous state. This allows
reducing the number of state transitions. However, the quan-
tum size of this atomic model has to be carefully chosen
because of the important beginning decreasing slope of the
exponential curve. A too big quantum size leads to significant
errors. A quantum of 0.01 kg/m has been chosen for this model.

As Eq. (1a) does not have analytical solution, the quanti-
zation simulation results are visually validated through the
laboratory experiment. Moreover, an average relative error is
calculated against the explicit simulation results already val-
idated through numerous studies (Balbi et al., 1998):

ε̄ =
N∑

i=1

1 − (qi/q∗
i
)

N

With N = number of cells, qi = explicit value of cell i and q∗
i

=
numerical value of cell i.

Fig. 13 depicts the average relative error for different
quantum sizes of the AMED atomic model, and the same exper-
iment. This curve is almost linear. For very small quantum
values, the error is constant. This means that the quantiza-
tion solution is very close to the actual propagation. Fig. 13
depicts too the number of transitions (which is proportional
to the execution time) of the quantization solution, accord-
ing to different quantum sizes. Increasing the quantum size
reduces the number of transitions. Moreover, until a quantum
size of 5 K, the number of transitions decrease rapidly. For the
ECOMOD 5275 1–14
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quantization solution, a quantum size of 5 K is chosen in the 596

rest of the paper, leading to an approximate error of 5%. 597

Fig. 14 compares execution times of the explicit, implicit, 598

and quantization solutions, for different simulated domain 599
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imulations have been obtained by quantization model (D =

izes that result from using different numbers of cells (chang-
ng the resolution of the spatial discretization). Concerning the
mplicit solution, using a bigger time step (remember that we
ave a time step of 0.1 s for the implicit method and 0.01 s for
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uantization execution times are significantly smaller.
The good results obtained for execution times can be

xplained by looking at Fig. 15, which depicts the number
f transitions of the different methods for different propaga-

ig. 9 – Comparison for various quantum sizes D between simul
R
O

Ogray scale) and experimental front fires (dotted line). Both
implicit CA (�t = 0.1 s) and explicit CA (�t = 0.01 s).

tion domain sizes. Indeed, the quantization method greatly
reduces the number of transitions.

3.3. Dynamic structure cellular automata

 P
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In the DSCA method, different quantum sizes can be chosen 612

for both implicit and explicit methods. Errors, number of tran- 613

sitions and execution times of DSCA (implicit and explicit) are 614

compared to CA (implicit and explicit). 615

ated (gray scale) and experimental front fires (dotted line).
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Fig. 10 – Focus of the quantization and DSCA simulations on active cells at: (a) 75 s and (b) 122 s (quantization method:
D = 1 K, implicit DSCA: �t = 0.1 s and � = 1 K, and explicit DSCA: �t = 0.01 s and � = 1 K).

616
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619
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621

Fig. 13 – Number of transitions and error for different
quantum sizes (quantization method).
E
CFig. 11 – The DSCA explicit focus (explicit DSCA: �t = 0.1 s).

3.3.1. Implicit method in dynamic structure cellular
automata
U
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Fig. 16 depicts the average relative error obtained for different
threshold sizes. This error is linear and tends to zero for small
threshold sizes, thus exhibiting the precision of the method
for small thresholds. Fig. 16 depicts too the number of transi-

Fig. 12 – Fuel mass decrease using a discrete-event time
base (quantization method, D = 0.01 kg/m).

Fig. 14 – Execution times for different domain sizes
(quantization model: D = 5 K, implicit CA: �t = 0.1 s, explicit
CA: �t = 0.01 s).

622
tions (which is proportional to the execution time) for different
ECOMOD 5275 1–14
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threshold sizes when simulating DSCA implicit schemes. We 623

can notice that reducing the quantum size, the reduction in 624

the number of transitions, and consequently in the execution 625

time, is not as great as for the quantization method.
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Fig. 15 – Number of transitions for different domain sizes
(quantization model: D = 5 K, implicit CA: �t = 0.1 s, explicit
CA: �t = 0.01 s).

Fig. 16 – Number of transitions and error for different
t
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.3.2. Explicit method in dynamic structure cellular
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utomata
ig. 17 depicts the error of the DSCA explicit simulation. Here,
urprising results are obtained. Indeed, until a temperature
radient of 10 K, errors of the restricted calculation domain

ig. 17 – Number of transition and error for different
uantum sizes and 10,000 cells (explicit DSCA: �t = 0.01 s).
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balance those induced when all cells of the calculation domain
compute their states. However, very small errors are induced.
Fig. 17 depicts too the number of transitions (which is pro-
portional to the execution time) for different threshold sizes
when simulating DSCA explicit schemes. As for DSCA implicit
schemes, we can notice that reducing the threshold size does
not reduce the number of transitions as effectively as the
quantization method. More over, when compare to the DSCA
implicit scheme, the reduction of transitions decreases more
slowly.

4. Discussion

For different numbers of cells, Fig. 18 compares execution
times of all methods (except the CA implicit one which is
approximately similar to the CA explicit one). To have approx-
imately the same error, a quantum of 5 K is taken for the
quantization method and thresholds of 10 K for both implicit
and explicit DSCA ones. When compared to the actual prop-
agation time, only the DSCA methods (explicit and implicit)
give execution times that could satisfy a real time constraint.
Indeed, in a simulator prediction perspective, it would be bet-
ter to predict fire positions quicker than the fire propagates in
the reality. Furthermore, both of the DSCA methods provide
approximately the same execution time results.

Above 150,000 cells, the execution time of the quanti-
zation method exceeds the actual propagation time. Above
this number, the number of active cells is too high to
be managed by scheduler data structures of discrete-event
approaches. This effect is shown in Fig. 18. Nonetheless, the
quantization method necessitates less computations than the
non-adaptive explicit and implicit methods.

Fig. 19 describes the rate of spread of the fire front. After
the ignition, fire spread exhibit a transient and then a steady
state corresponding to a constant rate of spread.

The evolution of the number of active cells during the sim-
ECOMOD 5275 1–14
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ulation for different thresholds is presented in Fig. 20. We 664

notice that even with a threshold of 1 K the number of active 665

cells never exceeds 5000 cells i.e. less than one half of the 666

total number of cells. Under 50 s fire speed grows quickly, this 667
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Fig. 19 – Fire front rate of spread.
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is the transient state. Above 50 s, fire front speed reaches a
steady state. This explains the change of slope at 50 s for the
number of active cells. Above 150 s, the number of active cells
decreases because fire reaches the plate borders.

Regarding the activity state of natural propagations the
latter can be stationary or non-stationary (Coquillard, 1995).
Qualitative and quantitative analysis of the activity of a nat-
ural phenomenon is a (or the?) fundamental (and usually
neglected) modeling phase to understand the whole dynamics
of an ecological system.

5. Conclusions

The activity paradigm has been applied here to a complex
system of fire spread. Distribution of energy in space has
been detected through well-defined structures. Complexity
of energy exchanges and transformations has been defined
modularly and hierarchically. This new paradigm proves to be
well adapted to spatial ecological propagations (of trees, alga,
fishes, etc.). Its genericity can be experimented now on other
Please cite this article in press as: Muzy, A., et al., Modeling and simulation
(2008), doi:10.1016/j.ecolmodel.2008.08.017

energy/information/material flows.
At the computer modeling and simulation levels, we have

demonstrated that significant reductions of execution times
can be obtained by naturally focusing computations on active
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cells of a large-scale cellular model. Two different methods
have been introduced. The DSCA method allows the modeler
to design tracking mechanisms at the modeling level, truncat-
ing information. On the other hand, the quantization method
is a technique for discretizing the state of a continuous sys-
tem. DSCA results proved to be better than the quantization
ones for small errors, but the quantization method allows for
qualitative simulation that preserves the fire shape and greatly
reduces the execution time.

A new paradigm has been applied for building simula-
tions that adaptively match their execution strategy to suit the
dynamics of the model that is being simulated. Advantages of
using this paradigm for modeling and simulating components
of environmental phenomena can be summarized as follows:

1. A coherent formal and operational framework is pro-
vided to build computational environmental models of
continuous and discrete systems. Both discrete-time and
discrete-event driven constructions can be achieved.

2. Knowledge about environmental models can be organized
within the DEVS-scheme (Vasconcelos, 1993), trough tax-
onomy, decompositions and couplings.

3. Tracking mechanisms are made simple and explicit. Direct,
faithful and intuitive mappings between Nature and com-
puters are defined.

4. Both simulation and models are made more efficient. A
trade-off between error and execution time can be adjusted
to fit modeling objectives.

The proposed techniques have significant potential that
has been demonstrated empirically here and elsewhere (e.g.,
in simulation: Muzy and Nutaro, 2005 and formal modeling:
Muzy et al., 2004); the method merits further empirical and
formal investigation to verify, validate and extend its utility.
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